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Temperature and density asymmetry diagnosis is critical to advance inertial confinement fusion
(ICF) science. A multi-monochromatic x-ray imager (MMI) is an attractive diagnostic for this
purpose. The MMI records the spectral signature from an ICF implosion core with time resolution,
2-D space-resolution, and spectral resolution. While narrow-band images and 2-D space-resolved
spectra from the MMI data constrain temperature and density spatial structure of the core, the
accuracy of the images and spectra highly depends on the quality of the MMI data and the post-
processing tools. Here, we synthetically quantify the accuracy of images and spectra reconstructed
from MMI data. The errors in the reconstructed images are less than a few percent when the
space-resolution e↵ect is applied on the modeled images. The errors in the reconstructed 2-D space-
resolved spectra are also less than a few percent except those for the peripheral regions. The spectra
reconstructed for the peripheral regions have slightly but systematically lower intensities by ⇠6%
due to the instrumental spatial-resolution e↵ects. However, this does not alter the relative line ratios
and widths, and thus does not a↵ect the temperature and density diagnostics. We also investigate
the impact of the pinhole size variation on the extracted images and spectra. A 10% pinhole size
variation could introduce spatial bias to the images and spectra of ⇠ 10%. A correction algorithm is
developed, and it successfully reduces the errors to a few percent. It is desirable to perform similar
synthetic investigations to fully understand the reliability and limitations of each MMI application.

I. INTRODUCTION

Inertial confinement fusion (ICF) is a concept for an
alternative energy source, which releases energy by com-
pressing a millimeter-scale capsule containing fusion fuel
(i.e., hydrogen isotopes such as tritium, T, and deu-
terium, D) with ablation pressure driven by mega-joule
lasers [1, 2]. Substantial progress has been made in the-
ory, experiment, and diagnostics of ICF. However, e�-
cient fuel burn, or ignition, has not yet been achieved,
and discrepancies between experiments and simulations
still remain [3]. While sources of discrepancies are exten-
sively investigated [4], diagnostics that directly reveal the
evolution of the ICF implosion-plasma spatial structure
are desired to advance ICF science towards ignition.

Multi-monochromatic x-ray imagers (MMI) are attrac-
tive instruments for this purpose. The MMI is a unique
2-D spectrometer consisting of a pinhole array, a multi-
layered mirror (MLM), and microchannel plates (MCP)
[5, 6]. It records an array of ICF implosion-core images,
each of which is formed by photons of slightly di↵erent
wavelength. By processing MMI data, one can extract
narrow-band images (i.e., intensity images of a narrow
spectral range), space-integrated spectra [7–9], and 2-D
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space-resolved spectra [10]. Spectroscopic analysis of the
MMI data provide a variety of approaches to constrain
ICF plasma spatial structure in electron temperature, T

e

,
and electron density, n

e

.

For example, we mixed a small fraction of Ar into D2

gas fuel and analyzed Ar line emission to characterize
T

e

and n

e

of the core. Using two narrow-band images,
we inferred time-resolved 2-D T

e

maps [11], and from
a collection of space-resolved spectra, we extracted T

e

maps as well as n

e

maps [10]. Synthetic investigations
also suggest that time-resolved 3-D T

e

and n

e

spatial
structure of ICF implosion cores can be studied by si-
multaneously analyzing collections of 2-D space-resolved
spectra extracted from three MMI instruments fielded
along quasi-orthogonal lines of sight [12]. Thus, MMI di-
agnostics have the potential to better constrain the ICF
experiments and advance ICF theory.

For reliable MMI diagnostics, the pinhole array needs
to be properly tilted to optimize the spatial sampling
e�ciency, and the sampling width needs to be much nar-
rower than the spectral width of the diagnostic lines [13].
When this criterion is satisfied, the images and space-
resolved spectra extracted from the MMI data [9, 10]
become reliable.

In this paper, we quantitatively investigate the ac-
curacy of the reconstructed images and spectra for the
application to the Ar-doped D2 ICF implosion experi-
ments. Specifically, we show synthetic investigations for
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the spatial- and spectral-resolution e↵ects. These e↵ects
are not obvious because resolution a↵ects the MMI data
first and then are propagated to the reconstructed images
and spectra through the processing discussed in Refs.
[9, 10]. For example, images and spectra would be af-
fected both by spatial resolution and spectral resolution.

We found that the reconstructed images are accurate
within a few-percent error as long as a point-spread func-
tion is applied to the modeled image. The spectral-
resolution e↵ects on the image are negligible for our ap-
plication because the line images are integrated over their
spectral line width, which is much broader than the spec-
tral resolution of the instrument.

Extracted space-resolved spectra are accurate within a
few-percent error for the central region of the image as
long as spectral-resolution e↵ects are applied on the mod-
eled space-resolved spectra. Spectra extracted from the
periphery show an average absolute error of ⇠ 6 � 7%.
The larger discrepancies originate from the systematic
intensity drop due to spatial convolution over the image
boundary and from periodic artifacts due to rapid inten-
sity drop at the periphery. Since the intensity drop is
systematic and the periodic artifacts oscillate about the
expected value, their e↵ects on the line ratio and width
are much smaller. The T

e

and n

e

inferred from those
spectra are accurate within a few-percent error.

We also investigated individual pinhole size variation
and its e↵ect on the images and spectra. This can in-
troduce artificial spatial bias of ⇠10%. We developed
a technique to correct the pinhole size-variation e↵ects
on the MMI data. The correction successfully removes
the spatial bias and suppresses the errors to within a few
percent.

The article is organized as follows. Sec. II describes the
spectral model used to create synthetic MMI data and
also to compute expected images and spectra. In Sec.
III, we quantitatively investigate the spatial-resolution
and spectral-resolution e↵ects. Sec. IV describes pinhole
size-variation e↵ects on the extracted images and spectra,
as well as their correction. Sec. V provides discussion and
summary.

II. SPECTRAL MODEL

A. Emergent spectra as a function of (x, y) on the
image plane

Our spectral model computes emergent spectra at ev-
ery point on the image plane, I

⌫

(x, y), and then I

⌫

(x, y)
is used to compute both synthetic MMI data and ex-
pected images and spectra. The case of investigation is
an OMEGA direct-drive Ar-doped D2 ICF implosion be-
cause it has been one of our main applications for the
MMI diagnostic [10, 11]. Ar atomic concentration in
those applications is 0.18%. Ar spectral emissivity and
opacity are computed for a given T

e

and n

e

spatial dis-
tributions taking into account free electrons contributed

from ionized D and Ar. The emergent spectra are com-
puted by solving the radiation transport along each chord
parallel to the line of sight [12].
To compute the Ar emissivity, ✏

⌫

, and opacity, 

⌫

,
necessary atomic data are computed by Flexible Atomic
Code (FAC) [14], and Ar level populations are solved
for grids of T

e

and n

e

with a collisional-radiative model,
ABAKO[15]. We used the Stewart and Pyatt model [16]
for continuum-lowering e↵ects and the escape factor of a
sphere to account for photo-pumping e↵ects on the pop-
ulations [17]. Spectral emissivity and opacity are com-
puted from the calculated populations taking into ac-
count detailed Stark line profiles computed by MERL
[18].
Emergent spectra are computed along each chord on

the image plane by solving the radiation transport equa-
tion assuming parallel ray tracing [19]:

I

⌫

(x, y) =

Z

z

front

z

rear

✏

⌫

(x, y, z)



⌫

(x, y, z)

n

1� e

�⌧⌫(x, y, z)
o

dz (1)

⌧

⌫

(x, y, z) =

Z

z

front

z



⌫

(x, y, z0) dz0 (2)

where the z axis is parallel to the line of sight, the x-
y plane is parallel to the image plane of the detector,
I

⌫

(x, y) is the emergent intensity at (x, y) on the observer
side of the source [erg/s/cm2/sr/eV], and ⌧

⌫

is the optical
depth from point z to the observer side of the object
surface. If (x, y, z) is inside the object, the quantities
✏

⌫

(x, y, z) and 

⌫

(x, y, z) are determined at the given
Te and ne using ABAKO. If (x, y, z) is outside the object,
both ✏

⌫

(x, y, z) and 

⌫

(x, y, z) equal zero.
Theoretical uncertainty in the calculated emissivity

and opacity does not a↵ect the conclusions derived from
the synthetic investigations performed in this article be-
cause I

⌫

(x, y) are used to calculate both synthetic MMI
data and expected images and spectra. What we pursue
is an understanding of the discrepancies due to the pro-
cessing MMI data, whose spatial- and spectral-samplings
are somewhat limited.

B. Expected images and spectra

Expected narrow-band images are computed by inte-
grating I

⌫

(x, y) over any given spectral range as:

I�⌫

(x, y) =

Z

�⌫

I

⌫

(x, y) d⌫ (3)

where �⌫ is the bandwidth of interest.
Space-resolved spectra are computed by integrating

I

⌫

(x, y) over any given spatial region of interest:

I

⌫,�A

=

Z

�A

I

⌫

(x, y) da (4)

where �A is an arbitrarily shaped area of interest.
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FIG. 1. (Color online) (a) MMI data after e�ciency correc-
tion. i and j are the horizontal and vertical indices of the
pixels, respectively. The horizontal axis is also photon en-
ergy due to the spectral dispersion by the MLM. Red dots
mark the pinhole-image centers. (b) Blow-up of one pinhole
image. Each image has its own local spatial coordinates of
the implosion core, (x, y). Each pixel value is proportional to
I⌫ (x, y)�h⌫�x�y.

There are two di↵erent ways to deal with the
instrumental-resolution e↵ects. One is to deconvolve the
resolution e↵ects from the data. The other is to convolve
resolution e↵ects into the modeled images and spectra.
We use the latter option because it is more straight-
forward. For example, we can apply a 2-D Gaussian
point-spread function to the expected images to account
for instrumental spatial-resolution e↵ects. Also, a 1-D
Gaussian spectral profile can be applied to the expected
spectra that account for instrumental spectral-resolution
e↵ects on the spectra.

C. Synthetic MMI data

FIG. 1 (a) shows example MMI data. The detec-
tor plane is packed with a hexagonal array of pinhole
implosion-core images. Due to the reflection of the MLM,
each column of the MMI data pick out the signals of spe-
cific photon energy, and the horizontal axis is also in
photon energy units. FIG. 1 (b) is a blow-up of one
pinhole image. After correcting for magnification, each
pinhole image has its own local spatial coordinate of the
implosion core, (x, y).

Thus, each pixel of the MMI data, MMI[i, j], repre-
sents signals at a local position of the implosion core
surface, (x ± �x/2, y ± �y/2), of a very small spectral
range, h⌫ ± �h⌫/2. To model MMI data, the value of
each pixel, MMI[i, j], is computed as I

⌫

(x, y)�h⌫�x�y

where �h⌫ and �x�y are the spectral and spatial width
of the pixel, [i, j] (i.e., not the resolution of the instru-
ment). The mapping from the MMI pixel [i, j] to the
corresponding point in the object space, (x, y), and the
corresponding photon energy, h⌫, are di↵erent for every
dataset and determined through the processing described
in Ref. [9]. Synthetic investigation becomes more useful
when the mapping information comes from the actual

data of interest.
Then, the spatial- and spectral-resolution e↵ects are

applied on the synthetic MMI data. Spatial resolution
due to the pinholes are applied by convolving a 2-D Gaus-
sian point-spread function of a given spatial resolution.
Spectral-resolution e↵ects are applied by convolving the
synthetic MMI data with a Gaussian profile of a given
resolution power along horizontal direction.
The model also has an option to simulate pinhole size-

variation e↵ects due to an individual pinhole tolerance.
For a given nominal pinhole size and its tolerance, it
uses a Gaussian random number generator to assign a
slightly di↵erent pinhole size to each pinhole. Slight dif-
ferences in spatial resolution and brightness are simulated
for each pinhole image based on the assigned pinhole size.
These options for spatial resolution, spectral resolution,
and pinhole-size variation are useful to investigate their
e↵ects on the reconstructed images and spectra.

III. QUANTITATIVE INVESTIGATIONS OF
SPATIAL AND SPECTRAL RESOLUTION

EFFECTS

The accuracy of the narrow-band images and spectra
reconstructed from MMI data are quantitatively investi-
gated using synthetic MMI data. We create synthetic
MMI data that satisfy the criterion discussed in Ref.
[13]. We assume a 100-µm-diameter spherical plasma of
uniform conditions (Te=1500 eV and ne = 1.5 ⇥ 1024

cm�3). These values are characteristic values for an
OMEGA direct-drive Ar-doped ICF implosion experi-
ments reported previously [10, 11]. The pinhole-array de-
sign and photon-energy axis used for the synthetic MMI
data are those from the data shown in Ref. [11] that
satisfy the criterion.
Then, we apply two di↵erent levels of instrumental de-

tails as discussed in Sec. II C. The first case denoted
as “�E”, takes into account spectral resolving power of
E/�E=150. The second case denoted as “�E, �x”,
takes into account not only spectral resolution, but also
the spatial resolution of �x = 11 µm. These are typical
values of the spectral resolution and spatial resolution for
the MLM and the pinhole arrays used in our applications.
The images and spectra are reconstructed from these

synthetic MMI data [9, 10] and compared with the ex-
pected images and spectra computed as in Sec. II B.
Comparisons of the images and spectra are discussed in
Sec. III A and in Sec. III B, respectively.

A. Accuracy of extracted images

FIG. 2 compares Ar He-� images reconstructed from
the synthetic MMI data for cases (a) “�E” and (b) “�E,
�x” with (c) the expected He-�. The reconstructed im-
ages for both cases agree with the expected image quite
well. However, they show small artificial structures along
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FIG. 2. (Color online) Ar He-� images reconstructed
from the synthetic MMI data with (a) spectral resolu-
tion (E/�E=150), (b) both spectral and spatial resolution
(�x=11 µm). (c) Expected image computed directly from
the spectral model.

the y direction, which correspond to the vertical direc-
tion on the MMI image and originate from the discrete
nature of MMI data. These artifacts of a few percent in
value are unavoidable and are limitations of the current
MMI data and its processing technique.

The reconstructed image from the MMI data without
spatial-resolution e↵ects [FIG. 2(a)] best agrees with the

expected images with the average absolute percent error
of 1.5%. When the spatial-resolution e↵ects are applied
on the synthetic MMI data, the average absolute error
increases to 7.1%.
FIG. 3 (a) and (b) show percent-error surface plots

computed for “�E” and “�E, �x” with respect to the
expected image [i.e., 2(c)]. While FIG. 3 (a) reveals that
the main source of the error is from the observed verti-
cal artifacts, the errors in (b) are largest at the image
periphery. These large errors on the periphery are pro-
duced because the target image shown 2(c) do not take
into account spatial-resolution e↵ects.
Next, we apply the 2-D Gaussian point-spread function

of FWHM=11µm directly to the expected image and re-
compute the error images for the case of “�E, �x” to
see if such an image is a more appropriate representation
of the reconstructed images. We note that this treatment
does not necessarily compensate for the spatial-resolution
e↵ects on the reconstructed images. This is because they
are produced by applying the point-spread function and
spectral-resolution e↵ects directly on the MMI data, and
then the e↵ects are propagated through the processing.
FIG. 3 (c) shows the resultant percent-error image. The
deep negative errors at the periphery disappear, and the
percent error is dominated by the vertical artifacts as in
the case of FIG. 3 (a). The percent error is reduced from
7.1% to 1.4%.
To summarize, the image reconstruction is reliable

with the error of a few percent as long as the spatial-
resolution e↵ects are taken into account on the expected
image. On one hand, the spectral-resolution e↵ects on
the reconstructed image are negligible for the applica-
tions presented here because the narrow-band images are
computed by integrating a monochromatic image over its
spectral line width (i.e., �E ⇠60 eV) as in Eq. (3), which
is significantly broader than the spectral resolution of the
instruments. On the other hand, the spatial-resolution
e↵ects are not negligible and mostly a↵ect the image pe-
riphery. The intensities at the image periphery are low-
ered because the convolving area partially exceeds the
object boundary. Small vertical errors observed in FIG.
3 (a) and (c) originate from the subtle vertical artifacts
observed in FIG. 3, which are produced by the discrete
nature of the MMI data.

B. Accuracy of extracted spectra

Space-resolved spectra are reconstructed from the syn-
thetic MMI data with the technique discussed in Ref.
[10]. Spatial regions defined for the space-resolved spec-
tra are shown in FIG. 4 (a). Each spatial region can
be categorized as belonging to the (b) central region,
(c) top/bottom periphery, and (d) left/right periphery
as shown in FIG. 4. These categories are important for
understanding di↵erent sources of errors in MMI spectra.
From the particular synthetic MMI data, 53 spatial re-
gions are automatically defined using a minimum binning
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FIG. 3. (Color online) Percent-error surface plots for He-�
reconstructed from the synthetic MMI data (a) with spectral
resolution only and (b) with both spectral and spatial reso-
lution. The given percentages are the average of the absolute
percent errors within the image regions. (c) is the same as
(b) except that spatial-resolution e↵ects are directly applied
to the expected image used in the percent-error calculation.

width comparable to the spatial resolution, ⇠ 11µm. In
this section, one spectrum is selected from each category
(i.e., regions 30, 3, and 26, respectively) to discuss the
source of error, and the rest are discussed through the
average percent errors for central and peripheral regions.

FIG. 5(a) compares the reconstructed space-resolved

FIG. 4. (Color online) (a) rectangular spatial regions defined
with spatial resolution, �x ⇠ 11µm. (b), (c), and (d) define
the central region, top/bottom periphery, and left/right pe-
riphery, respectively, which have slightly di↵erent sources of
discrepancies.

FIG. 5. (Color online) 2-D space-resolved spectra extracted
from the synthetic MMI with (red) spectral-resolution e↵ects
only, (green) both spectral and spatial resolution for (a) the
central region, (b) the bottom periphery, and (c) the left pe-
riphery. The percentages shown are the average absolute per-
cent errors with respect to the expected space-resolved spectra
(black).

spectra and the expected spectra for a central region
[i.e., region 30 of FIG. 4(a)]. The red and green are
those reconstructed from synthetic MMI computed with
“�E” and “�E, �x” resolution options, respectively.
The green and red spectra agree very well with the ex-
pected spectrum (black) and are in fact hidden under-
neath the black spectrum. The average percent errors for
“�E” and “�E, �x” are 0.8% and 0.2%, respectively.
FIG. 5(b) shows similar comparisons for space-resolved

spectra at a top/bottom-periphery region (i.e., region 3
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of FIG. 4). While they still show reasonable agreement
to the expected spectrum, the average percent errors in-
crease to 2.6% and 5.5%, respectively. The increase in
the percent error is mostly due to the non-negligible in-
tensity gradient within the region. Spatial areas are de-
fined such that the region size becomes comparable to
the spatial resolution so that the intensity variation over
the region becomes negligible. However, image intensity
always drops rapidly towards the image periphery, and
negligible variations cannot be assumed for the periph-
eral regions. Thus, comparison between expected and
reconstructed spectra from the peripheral regions are in
general not as good as those for central regions.

Spectra extracted from the periphery have other is-
sues when finite spatial resolution is taken into account
(green). Finite spatial resolution smooths out the struc-
ture, and some signals are mixed in from the adjacent
regions. Thus, at the periphery, spatial-resolution e↵ects
lower the overall intensity very slightly, but systemati-
cally, because the convolving area partially exceeds the
object boundary. Since the spectral-resolution size is ⇠11
µm and small compared to the object size, these e↵ects
are subtle but still persist as observed in FIG. 3(b). In the
case of image comparison, the systematic intensity drop
at the periphery disappears by applying the point-spread
function directly to the expected images. However, it is
not as easy to take into account spatial-resolution e↵ects
in the space-resolved spectra modeling. Here, we do not
introduce any correction associated with the edge e↵ects
but just summarize what we learn from the comparisons.
Fortunately, their e↵ects are small and systematic over
the entire spectral range. This preserves the line ratios
and widths, and thus these e↵ects on the T

e

and n

e

anal-
ysis can be considered negligible.

FIG. 5(c) shows the comparisons of space-resolved
spectra extracted from a left/right-periphery region (i.e.,
region 26) and its expected spectrum. One can observe
that all the extracted space-resolved spectra show peri-
odic structure about the expected spectrum, which re-
sults in decreasing the percent errors to 8.2% and 6.5%,
respectively. This periodic structure is observed from
all space-resolved spectra extracted from the left/right-
periphery regions.

These periodic structures originate from the non-
negligible horizontal intensity gradient in the spatial re-
gion. For left/right-periphery regions, the intrinsic radial
intensity gradients become horizontal, which is a problem
because the horizontal axis is also the spectral axis. FIG.
6 (a) and (b) show a blow-up of the partial MMI data
associated with region 26 over the Ly-� region and the
extracted spectrum, respectively. Each spatial region of
FIG. 6(a) is slightly enlarged, and outside of region 26 is
whitened out for communication purposes. Every region
26 on the synthetic MMI data shows horizontal inten-
sity gradients monotonically increasing from left to right.
Since each partial image is responsible for a di↵erent sub-
range of the spectrum, the extracted spectrum inherits
the periodic horizontal gradient structure. While we ap-

FIG. 6. (Color online) (a) A left-periphery region (region
26) is picked out from each pinhole image of the MMI data
and shown over the spectral range of Ly-�. (b) The spectra
extracted from the partial MMI data show periodic structure
originating from the repeating horizontal intensity gradient
structures of the each rectangular region. The selected regions
are slightly enlarged for display purposes.

ply a first-order correction to this using the technique
discussed in Sec. V of Ref. [9], the periodic structure is
not perfectly removed.
Table I shows average percent errors computed for

space-resolved spectra over each category defined in FIG.
4(b), (c), and (d). For the 32 central regions, extracted
spectra are very accurate and show average percent error
of less than 1%. Spectra extracted from the top/bottom
periphery show larger discrepancies of 1.4% and 3.8%,
respectively. The 1.4% is due to the non-negligible verti-
cal intensity gradient. When the spatial-resolution e↵ect
is introduced, it slightly but systematically lowers the in-
tensity, which results in increasing the percent error to
3.8%. For the left/right periphery, the percent errors be-
comes even larger – 5.1% and 7.5%, respectively – due to
the periodic structure originating from horizontal inten-
sity gradients.
Table II shows the percent errors in inferred T

e

and
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Intensity % error �E �E, �x

Central (32) 0.6± 0.3 % 0.7± 0.4 %

Top/bottom periphery (5) 1.4± 0.3 % 3.8± 0.3 %

Left/right periphery (16) 5.1± 1.2 % 7.5± 1.9 %

TABLE I. The percent errors averaged over the central,
top/bottom-periphery, and left/right-periphery regions, re-
spectively. The numbers of spectra are shown in parenthe-
ses. For peripheral regions, the percent error becomes larger
when spatial-resolution e↵ects are introduced. Left/right pe-
ripheral regions have larger errors than top/bottom peripheral
region due to periodic structure introduced by the horizontal
intensity gradients.

Te % error �E �E, �x

Central (32) 0.0± 0.0% 0.1± 0.1%

Top/bottom periphery (5) 0.4± 0.5% 0.5± 0.6%

Left/right periphery (16) 0.7± 0.6% 0.8± 0.7%

ne % error �E �E, �x

Central (32) 0.2± 0.2% 0.3± 0.3%

Top/bottom periphery (5) 2.3± 1.1% 3.1± 1.2%

Left/right periphery (16) 1.8± 2.6% 1.9± 2.1%

TABLE II. The percent errors in Te and ne averaged over
the central, top/bottom-periphery, and left/right-periphery
regions, respectively. The errors are within a few percent.

n

e

and their standard deviations. Since we have both
expected spectra and reconstructed spectra, we can in-
vestigate how inaccuracy introduced in the reconstructed
spectra a↵ect the inferred T

e

and n

e

. First, T
e

and n

e

are
inferred from both expected spectra and reconstructed in
the same way as described in Ref. [10]. The percent er-
rors in inferred T

e

and n

e

are computed for all 53 regions
and averaged over central, top/bottom peripheral, and
left/right peripheral regions. Inspite of the noticeable
discrepancies in reconstructed spectra shown in FIG. 5,
they do not a↵ect the line ratios and widths significantly,
and their impacts on the inferred conditions are all within
a few percent.

To summarize, the dominant source of discrepancies
for the peripheral regions are i) systematic intensity low-
ering at the periphery due to spatial-resolution e↵ects
and ii) the periodic structure due to horizontal intensity
gradients.

IV. PINHOLE SIZE VARIATION EFFECTS
AND ITS CORRECTION

Each pinhole of the pinhole array has a slightly di↵er-
ent size due to the pinhole size tolerance. This pinhole
size variation could introduce bias into reconstructed im-
ages and spectra. In this section, we simulate the impact
of the pinhole size-variation e↵ects on the reconstructed
images. We then introduce a correction and discuss how

FIG. 7. (Color online) Percent error surface plots for the
reconstructed He-� images (a) before and (b) after applying
the pinhole size variation correction to the synthetic MMI
data. Spatial-resolution e↵ects are taken into account on the
expected images.

well this correction removes the introduced bias from the
reconstructed images and spectra.

First, we create synthetic MMI data with pinhole size-
variation e↵ects as discussed in Sec. II C. The pinhole
size and its tolerance used in this synthetic study are
10± 1µm, which are typical values for the pinhole array
of our application. Both spectral resolution and spatial
resolution are taken into account in the synthetic MMI
data.

FIG. 7(a) shows the resultant percent-error surface
plot for the reconstructed Ar He-� image. The spatial-
resolution e↵ect is applied on the expected image used in
the percent-error calculation as discussed in Sec. IIIA.
Compared to FIG. 3(c), the overall error increases from
1.4 to 5.0%. More importantly, it introduces a bias on
the spatial shape. There is a larger error band (⇠ 10%)
along the y direction. This must come from a single pin-
hole, which happens to have a significantly larger pinhole
size than the nominal value.

The green lines in FIG. 8 are space-resolved spectra
reconstructed from the synthetic MMI data with pin-
hole size variations for (a) a central region, (b) a bot-
tom peripheral region, and (c) a left peripheral region.
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FIG. 8. (Color online) Space-resolved spectra over the He-
� and Ly-� spectral range (blue) before and (red) after the
pinhole size-variation correction for (a) a central region, (b)
a bottom peripheral region, and (c) a left peripheral region.
Black spectra are the expected spectra.

Compared to the reconstructed spectra without pinhole
size-variation e↵ects [i.e., the green lines in FIG. 5], the
overall percent errors increase from (a) 0.2 to 8.8%, (b)
5.5 to 8.7%, and (c) 6.5 to 9.3%, respectively. For pe-
ripheral regions, one might think that the impact is not
as large since the errors without pinhole size-variation ef-
fects are already showing ⇠6%. However, percent errors
without pinhole size-variation e↵ects are systematic with-
out changing the line ratios and widths [i.e., the green
lines in FIG. 5], while percent errors due to the pinhole
size-variation e↵ects could a↵ect the line ratios and the
widths. Thus, from a diagnostics point of view, the errors
due to the pinhole size-variation e↵ects are more impor-
tant than those due to the systematic intensity lowering
and periodic structure discussed in Sec. III B.

The introduced bias observed in this synthetic investi-
gation is a concern for the actual MMI data analysis. For
example, if one of the pinholes appearing at a line center
happens to have a size larger than the vendor’s toler-
ance, this could introduce significant spatial bias to the
extracted images and spectra. Fortunately, the pinhole
size variation can be estimated directly from the MMI
data and corrected to first order.

Each pinhole size would a↵ect each image of MMI data
in two ways: 1) spatial resolution and 2) brightness. Of
these two e↵ects, the dominant e↵ect is brightness vari-
ation from one image to another because brightness is
proportional to the square of the diameter and thus 10%
error in diameter results in 21% in brightness. FIG. 9 (a)
shows the synthetic MMI data containing 10%-pinhole-
size-variation e↵ects used to reconstruct the images and
spectra shown in FIG. 7 and 8. It is not clear which pin-
hole images are brighter or dimmer from the MMI data

FIG. 9. (a) Synthetic MMI data with pinhole size-variation
e↵ects (�D/D = 0.1). (b) Spectral contents are removed
from (a). (c) Overall brightness of each pinhole is computed
by integrating the intensity within each pinhole image and
replacing the pixel values with this integration. We observed
that the brightness is indeed slightly di↵erent for each pinhole
image.

due to the horizontal spectral features on the MMI data.
However, these spectral features can be roughly removed
either by the Fourier-transform technique discussed by
Izumi et al [8] or by simply dividing each row of the
MMI data by the space-integrated spectrum.
FIG. 9(b) shows the synthetic MMI data with spectral

features removed. It is now clearer which pinhole images
are brighter or dimmer. Since we are interested in the
overall brightness of each pinhole image, we integrate in-
tensity values within each pinhole image and display each
image according to its space-integrated intensity. FIG.
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FIG. 10. (a) Original simulated brightness variations used to
create FIG. 9(a). (b) Brightness variation after the correction
is applied.

9(c) shows the resultant brightness-variation image. The
brightness variation on the MMI data can be suppressed
by dividing the MMI image [i.e., 9(a)] by this extracted
brightness-variation image pixel-by-pixel.

Since FIG. 9(a) is the synthetic MMI data, the orig-
inal brightness variation is known, and we can investi-
gate how well this technique improves the results. FIG.
10(a) shows the original brightness variation used to cre-
ate FIG. 9(a). FIG. 10(b) is the image computed by di-
viding FIG. 10(a) by the extracted brightness variation
image [i.e., FIG. 9(c)]. It clearly shows that the correc-
tion suppresses the brightness variation significantly.

To quantitatively investigate the impact of the
brightness-variation correction on the reconstructed im-
ages and spectra, the correction is applied to the syn-
thetic MMI data [i.e., FIG. 9(a)]. Then, the percent-error
surface plot for the He-� image is re-computed, and the
space-resolved spectra are reconstructed for comparison.

FIG. 7 (b) shows the percent-error surface plot on He-
� after the brightness-variation correction. The average
error is reduced from 5.0 to 2.9%. More importantly, the
spatial bias due to the pinhole size variation [i.e., large
error band in FIG 7(a)] is significantly reduced.

The red curves in FIG. 8 show the space-resolved spec-
tra reconstructed from the synthetic MMI data after the
correction. The average percent error is reduced (a) from
8.8 to 2.6%, (b) from 8.7 to 4.4%, and (c) from 9.3 to

Intensity % error Before After

Central (32) 5.3± 0.3 % 1.5± 0.1 %

Top/bottom periphery (5) 5.3± 0.4 % 3.1± 0.3 %

Left/right periphery (16) 7.8± 1.2 % 7.0± 1.8 %

TABLE III. Average and standard deviation of the space-
resolved spectra percent errors over the 32 central regions and
over the 21 peripheral regions before and after the brightness-
variation correction.

Te % error Before After

Central (32) 2.1± 1.0% 0.3± 0.2%

Top/bottom periphery (5) 2.4± 1.3% 1.0± 1.1%

Left/right periphery (16) 1.2± 1.3% 0.8± 0.6%

ne % error Before After

Central (32) 2.8± 2.0% 2.0± 1.0%

Top/bottom periphery (5) 3.1± 2.8% 2.3± 1.7%

Left/right periphery (16) 5.7± 4.5% 1.7± 2.4%

TABLE IV. The percent errors in Te and ne averaged over
the central, top/bottom-periphery, and left/right-periphery
regions, respectively. The errors decrease after the pinhole
size-variation correction.

5.8%, respectively. One can visually confirm that the
correction successfully removes the bias associated with
the brightness variation and significantly improves the
space-resolved spectra.
The same analysis is repeated for all the spectra, and

the percent errors are summarized for each category in
Table III. The average errors for the space-resolved spec-
tra reconstructed for each category are lowered from 5.3
to 1.5% for central regions, 5.3 to 3.1% for top/bottom
peripheral regions, and 7.8 to 7.0% for left/right periph-
eral regions. For the peripheral regions, the average error
is still high because the main source of error is the system-
atic intensity lowering and the periodic oscillations. How-
ever, the bias introduced by the pinhole size-variation ef-
fects is successfully removed as shown in FIG. 8 (b) and
(c). The conditions inferred from the corrected spectra
are accurate with less than a few percent errors (Table
IV).

V. DISCUSSION AND SUMMARY

While the MMI instrument is a powerful diagnostic
tool to constrain spatial structure of inertial confinement
fusion plasmas, the reliability of the reconstructed im-
ages and spectra has never been investigated. Due to
the discrete nature of MMI data, the accuracy of the
reconstructed images and spectra is somewhat limited.
In this article, we synthetically investigated and quanti-
fied the accuracy of the images and spectra reconstructed
from synthetic MMI data for the application of OMEGA
direct-drive Ar-doped D2 ICF implosion experiments.
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The intensities of the reconstructed images are accu-
rate with less than a few percent error as long as spatial
e↵ects are taken into account. The reconstructed space-
resolved spectra are accurate for central regions of the
core image. The intensities of the space-resolved spectra
reconstructed for the peripheral regions are slightly but
systematically lowered due to the MMI spatial-resolution
e↵ects on the spectra. This increases the percent error to
3 - 4%. We note that the exact e↵ects on the periphery
are more complicated because there is no discrete plasma
boundary in real plasma. Especially, for ICF plasma,
there is fuel-shell mixing due to hydrodynamic instabil-
ities. These are very important aspects but beyond the
scope of this article. For left/right peripheral regions,
the reconstructed spectra inherits intrinsic horizontal in-
tensity gradient, which results in periodic structure on
the spectra. This increases the percent error to ⇠7%.
Fortunately, these systematic intensity-lowering and pe-
riodic structures do not change line ratios and widths
significantly, and their impact on the plasma condition
diagnostics is less than a few percent.
One potential source of bias in the reconstructed im-

ages and spectra is pinhole size-variation e↵ects. The
simulation shows this is small (i.e., ⇠5%). However, we
confirmed that it can introduce ⇠ 10% spatial bias in
the reconstructed images and ⇠10% change in the line
ratios in the spectra. Since some pinholes could have
larger/smaller size beyond the vendor’s specification, it

has to be somehow measured and corrected. We devel-
oped a technique to extract its dominant e↵ect, bright-
ness variation. The images and spectra reconstructed 
from the corrected MMI data successfully remove the bias 
introduced by the pinhole size variations. The conditions 
inferred from the corrected MMI data are accurate with 
less than a few percent errors.
These investigations provide a better understanding 

for the successful use of MMI diagnostics and the reli-
ability and limitations of the reconstructed images and 
spectra for the OMEGA direct-drive ICF Ar-doped D2 
implosion experiments. MMI diagnostics are unique and 
constrains the object spatial information with unprece-
dented level of detail. However, the complexity of MMI 
data should not be underestimated. It is important to 
perform similar synthetic investigations for individual ap-
plications because the impact of each investigated issue, 
though similar, quantitatively di↵ers per application.
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